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Abstract

As color digital printing expands into the business and consumer markets, the importance of “color accuracy” has increased. As a result, more and more people have had to become familiar with concepts such as color difference equations and \( \Delta E^* \). While many of the concepts of color measurement are clearly explained in several current books, the myriad practical issues that contribute to color measurement error are seldom discussed. This leaves the practitioner of color measurement with tools for measuring color but little understanding of the key variables that affect the measurement process.

This paper examines critical factors affecting accuracy in color measurements and sheds light on issues involved in integrating color measurement into on-line or automated applications. The focus of the paper is to bring out key calibration issues, including frequency calibration, gain adjustment, dark reference and light reference. The repeatability and accuracy of color measurements are examined. Key sources of error are investigated, and suggestions are made for reducing sensitivity to them.

Introduction

Color in consumer products has become a distinctive feature of our modern society. From the clothes we wear, the cars we drive, and the houses we live in, to the shows we watch, books we read, and catalogues we shop from, color plays a central role. But it is not enough for an object to be colorful. The color must be “right,” and in many cases it must “match.” The blouse must match the skirt or shoes, and the television and catalogue advertisements for these items must closely represent the products delivered to our front door.

However, accurate reproduction of color is not an easy task, and part of the reason for this is that accurate color measurement is quite difficult. Accurately measuring an object’s color is far more difficult than accurately measuring its weight or size. There are many reasons for this uncertainty. First, many different standards and methods of measuring color are currently in use. Secondly, compatibility between instruments from different manufacturers is frequently poor. Thirdly, many artifacts and confounding factors complicate color measurement. Lastly, instrument repeatability is sometimes poor. To make color measurement accurate, suitable calibrations of the instrumentation are required.

Many researchers have worked on the problem of color measurement and a number of fine articles and books have been written. The details of calculating tristimulus values (XYZ) and \( L^*a^*b^* \) have been clearly laid out by CIE and others. Many subtleties involved in color measurement have been investigated and reported. Articles in the literature discuss the repeatability of individual instruments and compare instruments from different manufacturers. But despite all that has been written, many of the most basic and important calibration issues involved in color measurements are difficult to find in the literature.

The spectrophotometer is a basic tool of color measurement, quantifying the spectrum of light reflected by or transmitted through an object. In this paper, we will go through the basics of setting up and calibrating a spectrophotometer. Key calibration issues will be discussed, including frequency calibration, gain adjustment, dark reference and light reference. The effects of these calibrations on color accuracy (\( \Delta E^* \)) will be discussed. Sources of measurement error such as bulb warm-up, ambient temperature change, measurement adapter spacing, and line voltage variation will also be reviewed.

Rather than considering these issues in the abstract, we will look at how they affect one particular spectrophotometer. For this purpose, we will use an OEM-type spectrophotometer — that is, one designed for integration into other products — because it will allow us to control all the low-level functions of the color measurement process, making it possible to investigate independently the impact of various sources of error. The types of errors investigated can have significant impact in an increasingly common spectrophotometer application — on-line or automated color measurement.
Application of a Spectrophotometer

General Configuration of a Spectrophotometer

Designers of handheld spectrophotometers typically bundle all the components in a package roughly the size of a brick. While this arrangement is very portable, a device this large can be difficult to integrate into an on-line application. For this reason, OEM-type spectrophotometers are sometimes configured with fiber optic bundles to carry light to and from the sample, allowing the other components to be kept in a more remote location. This arrangement is shown in Figure 1. The fiber bundles are typically joined by a measurement adapter that controls the lighting geometry. The small size of the measurement adapter (usually less than 25 mm in all its dimensions) makes it easy to integrate into on-line applications.

![Diagram of a reflection spectrophotometer](image)

**Figure 1: Schematic representation of a reflection spectrophotometer.**

The components of an OEM-type spectrophotometer are a light source; fiber optic bundles; a measurement adapter (also known as illumination optics) for controlling lighting and sensing geometry; and a spectrometer for measuring spectra of emitted light. The light source typically uses a broad-spectrum tungsten/halogen bulb to provide light energy throughout the visible spectrum (approximately 380 nm to 780 nm). One of two fiber optic bundles carries the light from the light source to the measurement adapter. In the 45°/0° arrangement shown in Figure 1, the light comes in at 45° to the sample normal, and reflected light is collected normal to the sample. Other geometries (0°/45° and integrating sphere optics, discussed below) are also available. The second fiber optic bundle carries reflected light from the measurement head to the spectrometer. The spectrometer splits the light into its frequency components using a diffraction grating. The light then falls on a linear CCD (charge coupled device) which measures the intensity of light in each frequency band. The measurement data are then sent to a computer (PC) for additional processing and analysis.

Frequency Calibration

The first step in calibrating a spectrophotometer is to determine which CCD elements in the spectrometer correspond to which wavelengths of light. The spectrometer calibration is performed using spectral calibration lamps, typically mercury and argon. The lamps have distinct peaks in their radiation spectra, traceable to NIST standards with an accuracy of ±1 nm.

Our spectrophotometer came with a calibration certificate consisting of a table with 16 pairs of CCD index values (0 to 2047) and their wavelengths (\(\lambda\)). The overall accuracy of this calibration was claimed to be ±3 nm.

Since it is necessary to know the wavelength represented by each CCD element, but the calibration process generates data at just 16 discrete wavelengths, some interpolation is needed. Figure 2 shows the calibration data with several different curve fit options. A simple linear relationship fits the data well, with a maximum error of 4.24 nm between the data and the curve. A better relationship can be obtained using a second order (parabolic) fit. This has a maximum error of only 0.43 nm. Unfortunately, the second order fit adds a significant complication to the calculation of the tristimulus values (X, Y, Z, CIE 1931) by making increments of \(\lambda\) non-uniform. We found that a good compromise was to use a linear curve fit between 400-700 nm only. This is the range of wavelengths that have the greatest weights in the CIE color matching functions, as shown in Figure 3. A linear fit over this range of frequencies results in a maximum error of only 2.34 nm. This approach was adopted for the measurements discussed here.

![Graph showing frequency calibration data for the CCD element. The spectrometer has a resolution of approximately 0.3 nm.](image)

**Figure 2: Frequency calibration data for the CCD element. The spectrometer has a resolution of approximately 0.3 nm.**

It should be noted that the impact of errors in wavelength (\(\Delta\lambda\)) on \(\DeltaE^*\) depends on the nature of the color being measured. We know that for spectrally flat colors like black, white or gray, small changes in frequency should not affect the measured color. The impact of wavelength errors on the accuracy of other color measurements, however, is
less well understood and will be the subject of future investigations.

Figure 3: Tristimulus values for 2° observer.

Setting Illumination Level

As with most optical sensing devices, the exposure setting must be carefully adjusted for the spectrophotometer to work properly. This adjustment is made in two ways. First, the amount of light entering the spectrophotometer must be chosen or adjusted. For our sample spectrophotometer, we chose a 20W light source with no adjustment. Second, the integration time must be adjusted. This is the time during which the sensor collects light energy. It is adjusted electronically, typically through software control via the PC.

CCD elements are limited at the low end of the exposure range by dark current and at the high end by saturation. Even with no illumination, the CCD element will give a reading larger than zero. This is known as dark current, a form of electronic noise in the CCD element. At the high end of the exposure range, with excessive light energy, the CCD elements will no longer increase linearly as light intensity increases. This deviation from linearity is termed saturation.

Figure 4: Spectrum of light from a white reference standard measured by the spectrophotometer with integration time of 100.

To check the exposure setting on our spectrophotometer, the measurement adapter was placed above a white reference standard. The light source was turned on and allowed to warm up, and spectra were acquired from the white reference over a range of integration times. Figure 4 shows a typical measured spectrum. The horizontal axis plots the wavelengths corresponding to the 2048 CCD elements. The vertical axis plots light intensities between 0 and 4095. The light intensities reported are a function of 1) the light source intensity, 2) the reflectance of the white standard, and 3) the sensitivity of the CCD elements. Each of these parameters is a function of frequency.

One of the requirements for the spectrophotometer is that there be sufficient light in the visible range, 380-780 nm. As can be seen from Figure 4, this condition is met except near 380 nm, where the light intensity is quite low. This deficiency is most probably a function of the light source. While it would be desirable to increase the light intensity in this range, it is probably not critical because the magnitudes of the color matching functions are quite small in that frequency range, as can be seen in Figure 3.

Also shown in Figure 4 are reference pixels, CCD elements that are shielded from illumination by a mask. The reference pixels provide a good measure of dark current from the CCD elements and can be used for dark reference calibration, as discussed below.

Figure 5: Linearity of CCD elements with integration time.

Figure 5 shows the effect of increasing the integration time for three different wavelengths (red, green and blue). Increasing the integration times causes linear increases in the output of the CCD elements until saturation is reached. As the figure shows, the spectrophotometer starts deviating from linear behavior long before it reaches its maximum value of 4095. At about 3200, the gain of the CCD elements starts dropping significantly. It is therefore important to adjust the light and the integration time so that no region of the spectrum exceeds 3200.

Figure 5 also shows the effect of integration time on the reference pixels. Even though these pixels have no illumination, their values increase with increasing integration time due to the dark current of the CCD elements.
The effect of saturation on $\Delta E^*$ is quite dramatic but difficult to quantify. If the spectrometer is saturating, then it will probably saturate during light reference calibration; and because the light reference is used in all color measurement calculations, these will be affected by the saturation. Errors due to saturation will probably show up as color shift, because some parts of the spectrum will saturate at lower intensities than others.

**Dark Reference and Light Reference**

With the frequency calibrated and the illumination level and integration time set, the percent reflectance must be calibrated at each frequency. Since the spectra acquired by the spectrophotometer are the product of the CCD sensitivity, the illumination, and the sample reflectance, a calibration must be performed to extract the sample reflectance.

The basic strategy for doing this is to perform a two-point calibration at each frequency. This calibration scheme assumes a linear relationship between percent reflectance and CCD values. Figure 5 shows this to be a good assumption, as long as the CCD values are below saturation (3200 for our spectrometer). As with any two-point calibration scheme, it is generally better to interpolate than extrapolate. The two calibration points should be at the extreme ends of the range of percent reflectance, using a black surface for dark reference and a white surface for light reference.

**Dark Reference**

There are several different ways to perform a dark reference. The simplest way is to turn off the light source and measure the spectrum. Using this method, it can be assumed that all frequencies will measure the CCD values corresponding to 0% reflectance. This assumption may actually be a source of error, however, since there may be "stray light" (that is, light not reflected off the sample) passing between the light source and the light collection point of the measurement adapter. The magnitude of stray light depends on the design of the measurement adapter. One way to account for stray light is to perform a dark reference using a commercially available black reflectance standard, which comes with a certification giving its percent reflectance values over a range of frequencies, traceable to recognized standards. Using this method, we determined that stray light was not a significant factor for our measurement adapter. (It should be noted that the black reflectance standard itself introduces a small but real degree of uncertainty.)

**Light Reference**

Light reference is somewhat more complex than dark reference. Light reference for reflectance measurement requires the use of a reference standard with known reflectance properties. Such reference standards are commercially available. The reference standard should be highly reflective so that it is brighter than the brightest object to be measured. If it is not, measurement data will have to be extrapolated, which is not desirable.

For these experiments, we used a white reference standard made from Albrillon, a pressed polymer powder. The sample came with a calibration certificate showing
percent reflectance as a function of wavelength, traceable to NIST standards.

![Graph showing percent reflectance as a function of wavelength.](image)

**Figure 7: White reference standard reflection data.**

The data from the calibration certificate is shown in Figure 7. The reference standard has an average reflectance of 98.5% over the visible range. The magnitude of reflectance from the standard will need to be accounted for during the light reference calibration.

One simple and accurate calibration implementation is a look-up table that interpolates the reflectance values for each frequency. A simpler, though slightly less accurate, approach is to assume that the percent reflectance is a constant 98.5% over the visible range. Figure 7 shows that this assumption results in a maximum error of 0.3% at 450 nm. This is a small error, and the error for mid-tone colors would be still smaller. For our measurements, the white standard reflectance was assumed to be 98.5% across the visible spectrum.

To perform the light reference, the light is turned on and the measurement adapter is placed above the white reference standard. The results of a typical measurement are shown in Figure 4. Clearly, these data are far from spectrally flat, an effect due to the combined effects of the light source spectral power distribution and the spectral sensitivity of the spectrometer. The lack of flatness does not adversely affect color measurements, because the two-point calibration accounts for the observed variability. The measurement data are stored in an array, \( L(\lambda) \), in the computer. They will be used to calculate percent reflectance values, as shown in the next section.

In situations where light reference measurement is difficult to perform, another method, called a dual-beam measurement, may be preferable. For this method, a second spectrometer is used, and the light from the light source is carried through a bifurcated light fiber bundle. A portion of the light is reflected off the sample and carried to the first spectrometer, as in Figure 1. The remaining light goes directly to the second spectrometer. The value of the second spectrometer is that it directly measures the light output from the light source. In this way, changes in light spectral power distribution can be accounted for in real time, making it possible to eliminate them from the color measurement. Although this is clearly a more expensive method, it may be necessary in some critical applications.

For accurate color measurements, the spectral power distribution of the light source must be the same during color measurement as it was during the light reference measurement. A significant source of shift in spectral power distribution is bulb warm-up, a process that typically takes several minutes. To study the effect of bulb warm-up on spectral power distribution, a number of measurements were taken with the spectrophotometer. The results are shown in Figure 8. The data are normalized so that the value at time=0 is 100%. On average, the light output drops by about 2% during the first 10 minutes. This is a significant error. Even more troubling is that the change in light output is not uniform with respect to wavelength. As the figure shows, light output drops 1.7% for red and 1.9% for green; blue, however, drops by a much larger 3.4%. If this change were to occur between light calibration and sample measurement, there would be a significant shift away from blue for all colors measured. For our system, simply letting the bulb warm up for 10 minutes prior to calibration eliminated these problems.

![Graph showing effect of warm up time on light energy.](image)

**Figure 8: Effect of warm up time on light energy. Vertical axis is (CCD value)/(CCD value at time 0)**

Other issues can also affect the constancy of spectral power distribution of the light source. Temporal fluctuations in line voltage, for example, are a common problem. It is important that the voltage supplied to the light source be constant, and use of a well-regulated power supply is advisable. Another issue is bulb aging. Bulbs have a limited lifetime, and aging changes spectral power distribution. This happens slowly over time, so periodic checking of light reference should prevent significant measurement error due to bulb aging. Finally, some materials exhibit thermochromic effects, that is, color variations with temperature. With a continuous (i.e., not pulsed) light source of the type used here, significant sample heating can occur. The 20W light source used in these sample measurements caused significant thermochromic effects in
some measurement samples. Thus, it may be necessary to choose a lower intensity light source.

Use of Dark and Light Reference

Having acquired the dark and light reference data, it is possible to convert measured spectra into percent reflectance values. Figure 9 illustrates the concept graphically. For each frequency, \( \lambda \), the dark and light reference data are used to create a line. The equation of the line can be shown to be:

\[
R(\lambda) = \frac{W(\lambda)}{L(\lambda) - D(\lambda)} \cdot \frac{CCD(\lambda)}{L(\lambda) - D(\lambda)} - \frac{D(\lambda)W(\lambda)}{L(\lambda) - D(\lambda)}
\]

where

- \( R(\lambda) \) = percent reflectance value
- \( CCD(\lambda) \) = CCD reading (from 0 to 4095)
- \( W(\lambda) \) = reflectance of the white standard (e.g. 98.5%)
- \( D(\lambda) \) = dark reference value (in CCD units)
- \( L(\lambda) \) = light reference value (in CCD units)

This calculation must be performed at each frequency to generate a plot of percent reflectance versus frequency. Once this has been done, the data can be used to compute the tristimulus values.

Using a small number of averages (up to about 16) for this process was found to produce a significant reduction in the standard deviation. Beyond that, however, additional averaging was found to have little effect. In deciding how much averaging is appropriate, measurement time must be taken into account. With no averaging, the measurements took about 2 seconds. With 16 averages, they took about 7 seconds. This is probably not a problem for dark and light calibrations, which are done infrequently, but it could significantly decrease throughput of actual sample measurements. Ultimately, the decision is probably application dependent.

Consistency of Calibration

For accurate color measurements, the spectrophotometer must be calibrated correctly and stay in calibration. We have seen that changes in the calibration data can be caused by changes in the light source due to line voltage fluctuations and by bulb warm-up or aging. Another major source of calibration data variation is temperature variation affecting the spectrometer.

For accurate measurements, the operating environment of the CCD elements in the spectrometer must be free from significant temperature fluctuation. To illustrate the importance of this, Figure 11 shows the output values of the reference pixels at different temperatures. As the temperature increases, the CCD value increases across the whole spectrum. When the temperature increases from 23.5°C to 25°C, the CCD values increase an average of 24. This represents a 1% error in the reflectance reading. An increase from 23.5°C to 30°C changes the reading by 87, an error in reflectance of about 4%.
These readings from the reference pixels, reflecting changes with temperature, can be used to reduce the effect of temperature on color measurement. By monitoring the reference pixels over time for any change in temperature, it can be determined whether new dark and light references should be performed. Dark and light reference updates can be done automatically.

**Measurement Adapter**

There are several common geometries for the measurement adapter. One common geometry places the light source at 45° to the surface normal and the optical sensor at 0°. This is referred to as a 45°/0° configuration. The reverse of this arrangement, with the light at 0° and the sensor at 45°, is known as a 0°/45° configuration. Another common geometry is known as integrating sphere optics. For the color measurement, integrating sphere optics can be configured either to include or to exclude specular reflections from the sample surface. These reflections arise from surface gloss and can have a significant effect on color measurement. Due to their geometries, 45°/0° and 0°/45° cannot be configured to include specular reflections.

Another consideration in the measurement adapter design is aperture size. Aperture size controls the size of the area that can be measured. The choice of aperture size is application dependent. For small or curved objects, a small aperture may be required. For broad, flat areas, a larger aperture may be preferable for averaging color and reducing measurement variability. On the other hand, if the goal is to measure color non-uniformity over a broad area, a small aperture may be desirable.

Although most spectrophotometers are placed in contact with the surface to be measured, some applications may require non-contact measurement. For these applications, the measurement adapter must be designed for a specified “stand-off,” or gap, between the measurement head and the sample. If deviations in the stand-off distance occur during the measurement process (e.g. due to variations in part thickness), errors will be introduced into the color measurement.

To evaluate the magnitude of this effect, measurements were made on our spectrophotometer, whose measurement adapter was designed for a nominal 3.175 mm stand-off. The spectrophotometer was calibrated and measurements were made on the white reference standard over a range of actual stand-off spacings. Figure 12 shows that large errors may be introduced when the stand-off varies. If the stand-off gets very large or very small, the percent reflectance drops uniformly across the visible spectrum. As can also be seen, the optimum stand-off distance for this measurement head is actually -0.6 mm from nominal. At this spacing, maximum light is received by the sensor and sensitivity to stand-off variation is reduced to a minimum.

![Figure 12: Effect of measurement head stand-off on color measurement. Sample measured is a white reference target. Reflectance data is averaged over the 380-780 nm range.](image)

**Conclusions**

Measurement accuracy is an important aspect of any system for color measurement. Calibration procedures detailed in this study can significantly reduce color measurement error. A detailed description of how to set up a CCD-based spectrophotometer is given, including calibration information that is often difficult to find in the literature.

1) For frequency calibration, a linear relationship between CCD index and wavelength is desirable. The effect of frequency calibration on ΔE* depends on the color measured.

2) The gain of the spectrophotometer must be set by illumination intensity and integration time to avoid saturation, a non-linear effect that introduces significant uncertainty in ΔE.

3) Dark reference measurements for frequency calibration can be made in several ways, but the use of the reference pixel method is shown to have some advantages. Reference pixels were shown to
be a good means for monitoring temperature changes in the spectrometer.

4) Bulb warm-up in a system using a tungsten-halogen light source is a highly significant source of variation in spectral power distribution, which was shown to change by as much as 3.4% during the warm-up process.

5) Averaging was shown to be a good means of reducing error, but reached diminishing returns after about 16 averages.

6) A 1.5º C change in spectrometer temperature was shown to cause a $\Delta E^*$ of 1.0, a very dramatic change.

7) Measurement head stand-off was shown to have an optimum setting that minimizes sensitivity to variations.
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